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Abstract

Recently, biometric-based security plays a vital role in the success of the Cognitive
Internet of Things (C-IoT) based security framework. The iris trait solves a lot of
security issues, especially in smart loT-based applications. It increases the resistance
of these systems against severe authentication attacks. In this paper, an efficient iris
recognition model based on chaotic encryption and deep Convolutional Neural
Networks (CNNs) is proposed for C-IoT applications. CNN is used to extract the
deep iris features from the left and right eyes, which will be used as input features to a
fully connected neural network with a Softmax classifier. CASIA V4 Interval dataset
and Phoenix dataset are used to train the CNN model; to get the best tuning of
network parameters. In this paper, the effect of adding different kinds of noise to iris
images, due to noise interference related to sensing [oT devices, bad acquisition of iris
images by system users, or other system assaults, is discussed. This strategy of noisy
encrypted iris images is evaluated over the internet environment. Chaotic encryption
is utilized to secure the transmission of iris templates in the proposed model. The
results showed that the proposed approach attains supreme accuracy compared to the
existing approaches, it is obtained up to 99.24% and 100% with CASIA V4 and
Phoenix datasets, respectively. The proposed model achieves satisfied and competi-
tive results regard accuracy, and robustness among existing methods. Regards to
recognition accuracy rate, this methodology shows low degradation of recognition
accuracy rates in the case of using noised iris images. Likewise, the proposed method
has a relatively low training time, which is a useful parameter in critical IoT based
uses such as Tele-Medicine application.
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1 Introduction

Currently, most modern advanced technologies such as cloud computing [15] and the Internet
of Things [4, 15, 16] mostly depends on the use of the network and Internet services for
multimedia communications. In the last years, most of our daily applications are based on IoT
systems where several devices and sensors are connected. These applications produce a huge
amount of data. The IoT applications are considered the source of the biggest kind of
information on the internet, so identity verification becomes a very crucial and very challeng-
ing task when it has to be automated with high accuracy of recognition rates and low
probability of break-ins in IoT systems [8]. The community has adopted several ways to
verify the identity of a person through traditional ways [37], like physical possessions of
special objects or having pieces of information that are supposed to be kept secret. There is a
third way to verify the identity of a person using biometrics [22]. Iris is considered the most
accurate trait available today; because of its desirable characteristics [9].

A biometric recognition problem is a special kind of pattern recognition or classification
problem which has a very long history [26], in which we need to make a classifier to a set of
classes of data. There is a need to extract the best features that represent the data, to facilitate
the role of the classifier, and reduce its complexity. Designing handcrafted feature extractors
for biometric data is a very complex and challenging task [7]. It takes a lot of time and it needs
a great knowledge of the field that governs these data, and it is not guaranteed to achieve high
accuracy of recognition rate. Deep learning [11, 20] came into the picture, especially
Convolutional Neural Networks (CNNs) which can give us a very good understanding of
image data without depending completely on any domain knowledge and handcrafted features.

Recently, the key challenge of researchers - in using the deep learning approach, especially
CNNss in biometrics - is that they usually use a pre-trained model of CNNs. These models are
trained on a very large number of data classes that exclude iris classes themselves and using
these models as a black box. So, using these pre-trained models as they are also is not
guaranteed to achieve high accuracy recognition rates because of the loss of the biometric
information which was not used in the training stage of these models. It is very difficult to
modify these huge pre-trained models to satisfy our needs. Building a new iris-based CNN
model, as the proposed model in this paper, needs an intelligent selection of the number of
kernels, the kernels’ dimensions, input image dimensions, and other factors that affect the
model recognition rate [11]. It also needs a huge number of experiments of training and testing
to achieve the best architecture that has a high recognition accuracy rate with relatively low
training time. Even with using iris biometric in critical C-IoT applications, the communication
channels are still a risky point in the application and any penetration of these communication
channels may fail the overall system.

In this paper, we propose an efficient iris recognition method based on chaotic encryption
and convolutional neural networks for secure C-IoT applications as shown in Fig. 1. The
encryption is used to secure the iris sample before sending it to the server. The server is
responsible for the classification task. Then, the convolutional neural networks used for the
task of feature extraction from both right and left iris images and a softmax classifier. The
experimental study will be tested on two public datasets: the CASIA V4-interval [10], and the
Phoenix [13, 14, 29] datasets. The main contribution of this work as follows:

* Provide an efficient method via utilizing both the right and left iris images for providing a
strong iris-based authentication system with confirming the person through the right and
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Fig. 1 Structure of the proposed model

left irises. It can be more reliable and favored than a lot of state-of-the-art methods that are
used in building iris recognition systems.

* Present a proficient multi-level biometric security system for Cognitive-IoT applications
with the following features:

* Secure iris samples using chaotic encryption for secure iris transfer over the Internet.

* Achieve high recognition accuracy rate and increase the security of digital systems due to
the classification for both left and right irises.

* Conducting a systematic evaluation of the proposed system through different experiment
consequences over two different datasets, as CASIA V4-interval and Phoenix, respective-
ly. The results analysis proved that the proposed system provided that the proposed
approach attains supreme accuracy compared to the existing methods.

The rest of this paper is organized as follows: Section 2 provides the related works while the
proposed iris recognition system over C-IoT is presented in Section 3. The experimental study
and results analysis are presented in Section 4. Finally, the paper conclusion is delivered in
Section 5.

2 Related work
In past years, several works have been done in the domain of iris recognition. Mainly the

researchers differ in the way of extracting features from iris images. A lot of them used
handcrafted feature extractors to build their classification systems. Some works addressed the
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use of CNN as a feature extractor. Using handcrafted feature extractors to extract iris features,
as we mentioned requires a great knowledge of iris data and its characteristics which makes
handcrafting feature extractors relatively hard work. A lot of researchers [1, 24, 25], who
addressed the use of CNNs with iris traits, used a pre-trained model of CNNs like VGG-16
[40], ResNet50 [33], Inceptionv3 [21], and AlexNet [2]. These pre-trained models are trained
on a very large number of data classes, that exclude iris classes themselves and using these
models as a black box. So, using such pre-trained models as they are is not warranted to
achieve high accuracy recognition rates; because of the biometric information loss which was
not used in the training stage of these models.

An iris recognition system is proposed in [24], where the authors used the pre-trained model
of Xception as a feature extractor. Then, they used the Pre-trained model DeepLabV3+ with
MobileNet for classification. They tested their model against CASIA Thousand dataset. They
achieved a 97.46% accuracy of recognition rate, which is considered a relatively good
recognition rate, but it could be better without using these generic pre-trained models.

An iris recognition system is proposed in [25], where they used the pre-trained model of
Visual Geometry Group at the University of Oxford (VGG-Net) as a feature extractor. Then,
they used a multi-class Support Vector Machine (SVM) algorithm for classification. They
tested their model against the CASIA-Iris-Thousand dataset. They achieved a 90% accuracy of
recognition rate, which is considered a relatively moderate recognition rate due to using a pre-
trained model and the loss of biometric information during training. The authors in [1],
proposed an iris recognition system, where they used the pre-trained Alex-Net model as a
feature extractor. Then, they used a multi-class SVM algorithm also for classification. They
tested their model CASIA-Iris-Interval dataset. They achieved 89% accuracy of the recogni-
tion rate, which is considered also a relatively moderate recognition rate due to using a pre-
trained model and the loss of biometric information during training.

An iris recognition system is proposed in [12], they applied a method used Discrete Wavelet
Transform (DWT) and Discrete Cosine Transform (DCT), as a handcrafted method for
extracting features and Euclidean Distance for classification. They tested their model against
the Phoenix dataset. They have an average of 88.5% of recognition rate. And their pre-
processing stage of their model does not include iris segmentation and normalization which
affects their recognition rate. The iris recognition system proposed in [6], in which researchers
used Radon transform and gradient-based isolation as a handcrafted method for extracting
features and Euclidean distance for classification. They tested their model against the CASIA-
iris-V3 dataset. The accuracy of the recognition rate is 84.17%, which is considered a relatively
low recognition rate that will make the system not suitable for critical C-IoT applications.

The authors in [23], proposed an iris recognition system, where they used Haar wavelet and
Daubechies wavelet for feature extraction. Then, they used a feedforward neural network as a
classifier. They tested their model against the CASIA-Iris-V1 dataset. They achieved a 94.76%
accuracy of the recognition rate, which is considered a relatively moderate recognition rate. The
researchers in [36], proposed an iris recognition system, where they used Integer Wavelet
Transform (IWT) for feature extraction. Then, they used normalized Hamming distance as a
classifier. They tested their model against the UBIRIS.v2 [30] dataset. They achieved a 98.9%
accuracy of the recognition rate, which is considered a good recognition rate but the UBIRIS.v2
dataset is based only on one eye, which makes it less suitable for critical C-IoT applications.

The authors in [35] proposed an iris recognition system where they used the intensity of iris
images as a feature extraction method and Hamming Distance (HD), Feed Forward Neural
Network, and SVM for classification. They tested their model against the CASIA-iris-V3
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dataset. They have 76.8%, 87%, and 98.5%, respectively, as the accuracy of the recognition
rate for each classification method in a relatively low number of dataset classes which was 40
classes. Some researchers [19], who applied iris biometric in IoT applications, do not apply
any encryption technique for iris images before transmission, and this problem may put the
system at risk of attacks. So, there is a lack of research work that has addressed the problem of
building strong and efficient full authentication systems for IoT based applications based on
both left and right irises, which includes safe protection methods against attacks on commu-
nication networks.

Also, most of the researchers [1, 12, 35, 36] who worked in iris recognition build their
classification models based only on one human iris either for left or right iris. This limitation in
real-life systems will decrease the system’s reliability against attacks, which we resolve in the
proposed model. The performance of the proposed system is evaluated with an accuracy metric
for the recognition rate over the used two data sets and outperformed the previous work.

3 Proposed model

The proposed model considers enrollment and authentication processes over the C-IoT
authentication server. The proposed iris recognition model uses a chaotic algorithm and CNNs
approaches for encryption and recognition purposes, respectively. Figure 1 shows the overall
structure of the model. The proposed model consists of two sides, client-side, and server-side.
Client-side is practically implemented using a raspberry pi-2 kit [32], keyboard, mouse, screen,
and a cable for internet connection. It is assumed that will be sensing devices to capture the iris
images from model users. The server side is practically implemented using a laptop and a cable
for internet connection as shown in Fig. 2.

The proposed model structure consists of the following key steps of the client-side: (i) Iris
Acquisition; (ii) Iris Encryption; and (iii) Sending the encrypted iris to the enrollment and the

Client side

Server side

Fig. 2 The client and server sides from testing the proposed model
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classification server over a communication channel. And it consists of the following key steps
of the server-side: (i) Iris Decryption; (ii) Iris segmentation and normalization; (iii) Deep
feature extraction using CNNs; and (iv) Classification using a fully connected neural network
with a softmax layer.

The communication with the C-IoT proposed model follows the classical client-server
network communication paradigm [38] as shown in Fig. 3. The communication steps are as
follows:

The server and client create communication sockets.

The server binds its socket with any possessed IP address.

The server listens to any connection requests from clients.

When the server receives a request from a client, it accepts the request and forks a new

process that handles that client.

5. A sequence of reading and writing data between them is done according to the needed
task.

6. When the client ends the connection, by closing its socket, the server kills its forked

process that served that client.

bl

The iris images will be encrypted and sent to the server-side which decrypts them, performs iris
pre-processing of segmentation and normalization. Then, the server makes the classification
and sends back the result of classification to the client-side which makes the right actions based
on these results. The next subsections discuss the detailed description of the proposed model.

SERVER CLIENT

3 Listen

Request Connection

_
I
I

EOF l

-

Client/Server Session

Close

=Y

Fig. 3 The classical client/server model is used by C-IoT proposed model
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3.1 Iris Acquisition

To achieve the best architecture for the proposed model; a lot of experiments are done with two
publicly available datasets. These datasets are CASIA V4-interval [10] and Phoenix [13, 14, 29],
as shown in Fig. 4. The iris images in these datasets are captured under different situations of pupil
dilation, eyelids/eyelashes occlusion, the slight shadow of eyelids, specular reflection, etc.

3.2 Image encryption and decryption

The encryption is used to increase the security of the proposed model while transmitting iris
images over the internet. Iris image encryption of the proposed model is done at the grayscale
mode. The algorithm used for this task is based on a chaotic key sequence generated by the
sequence of the logistic map and sequence of states of Linear Feedback Shift Register (LFSR)
as in [34]. This algorithm consists of two main steps: the generation of the encryption key
sequence and encryption of the iris image with the generated key.

The encryption key sequence (K _Seq) is generated by XORing two sequences called (K1)
and (K2). (K1) a sequence is generated by the logistic map Eq. (1), as shown in Fig. 5.

Xn+1 :r*Xn*(l_Xn) (1)

Where (r) is a parameter in the range of the closed interval [2, 4], X, is in the range of
[0,1], with high values of (r) like (»=3.99), the generated sequence will be chaotic and
completely unpredictable. The length of that sequence must be of the same length as the iris
image sequence, it will equal (w * [), where w and / are the widths and the length of the iris
image that will be encrypted. Then we round all values of (K1) sequence by multiplying it by
255 to make sequence values in the range of grayscale mode.

(K2) a sequence is generated by a sequence of states of an 8-bit Linear Feedback Shift
Register shown in Fig. 6. This sequence is defined inductively by the recurrence relation in
Eq. (2) with an initial term K2, called the seed value, equals an integer in the range of [0,255],
then perform XOR binary operation on bits of that seed, shift left it with the output of XOR
operation and the result will be the second element of the (K2) sequence and other sequence
elements will be generated inductively in the same way. The length of (K2) the sequence must
be of the same length as (K1) sequence.

(a) (b)

Fig. 4 Samples from used datasets. (a) CASIA V4-interval dataset, (b) Phoenix dataset

@ Springer



26280 Multimedia Tools and Applications (2021) 80:26273-26296

0.8-

o6l /
AN

0.4

0.2F

02 25

Fig. 5 Bifurcation diagram for Logistic map [28]

K2,01 = K2,5(®K2,)  VYn(1<n<w*-1) ()

Where »(x) denotes shift left operation with the value of x bit, and @ denotes the XORing
operation of all bits of a term of a sequence.

Now (K _ Seq) can be obtained directly from (K1) and (K2) sequences by XORing them as
shown in Eq. (3)

K Seq, = K1,®K2, Va( 1<n<w*) (3)

Now, after the encryption sequence key is obtained, encryption of the iris image will be done
by XORing each pixel of an iris image with its corresponding element in the key sequence.
The decryption operation is simply the reverse order of this method. As in [34], this LFSR
method provides cryptographically better results as compared to the methods that encrypt
using a logistic map scheme alone, it provides a high degree of secrecy and security. The
original iris image and the encrypted image are highly uncorrelated and perceptually different.
For these reasons, our proposed model incorporates this algorithm; to add secure iris trans-
mission for critical C-IoT applications.

E.g. seed = 10010110
|BO|81|BZ|BS|B4|BS|BG|B7I:

Fig. 6 Linear feedback shift register
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3.3 Iris segmentation and normalization

In the case of the CASIA V4-interval dataset, the segmentation step, as the more critical in the
recognition operation, is proposed. In this subsection, we will illustrate the suggested method
to generate an iris template stored in the IoT server in detail. The decrypted iris image A (X, y)
is the original iris image in this stage.

3.3.1 Reflection removal and pupil detection

In [18], a sequence of morphological operations was proposed; to remove the corneal and
specular reflections in iris images. Regarding pupil detection, the Adaptive Local Threshold
(ALT) algorithm depending on the mean filter is used to filter bright pixels in the iris image
A (x,y). Regards the result binary image, shown in Fig. 7, let Rmatrix is the summation matrix
for each row, and Cmatrix is the summation matrix for each column. The row-centroid (R¢) =
Index (max| Rmatrix| ), and column-centroid (C,.) =Index (max| Cmatrix| ). The ‘Index’ param-
eter is the position (coordinate) of the pixel in the image along the x-axis and y-axis. The sign
“|. |” means the absolute value. The pupil center point (P(x, y)) is the intersection point of R¢
and C, The pupil radius (R,) calculated as:

Ry = max (Rp1, Ry2, Ry, Rpa) (4)
Ry = |index (P, (x,y))~Index (Pe(x, )| (5)
Ryz = |Index (Pa(x,))-Index (Pe(x,))| (6)
Rys = |index (Ps (x, y))—Index (Pc(x, )] (7)

Fig. 7 Pupil parameter detection (pupil center P(x,y) and pupil radius R;)
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Rys = |Index (P4(x,y))—Index (Pc(x,y)) (8)

Each of the points P;, P,, P; and Py has the index of the first zero-value pixel along the radius
axis in the four directions. Pupil detection steps with the results are illustrated in Fig. 8, in
sequence. The pupil region mask (M,(x, y)) (Fig. 8-d) identified by the center (Pc(x, y))and the
radius (R)) is multiplied again in the original image A(x, y); to isolate the iris region (x, y) free
of artifacts without deformation. The pupil border is shown in Fig. 8-f.

3.3.2 Masking technique (MT)

With the aid of the pupil detection parameters (P;, P,, P; and P,) and the pupil region mask
(M,(x, »)), the iris mask could be declared and detect. First, the mask to isolate the eyelashes
and eyelids part calculated (M,(x, y)). Then, multiply this mask as a binary matrix to the pupil
mask generated (M,(x,y)) . This multiplication will generate the final iris mask (M,(x,y))
pixels that could multiply in the original image to localize the iris region free of pupil,
eyelashes, and eyelids.

Let iris image / (x, y) has m x n pixels, V y 1 <y <n, the eyelashes/eyelids removing a mask
(M,(x,)) identified as:

_Jo: 1 <x<Index(P4(x,y)), Index(P2(x,y))<x<m
Me(x,y) = { 1: Index(P4(x,y)) < x < Index(Py(x,y)), ©)

Here the mask has two binary values. Binary (0) declare each point of the eyelashes and
eyelids up and down the pupil circle. And binary (1) represents the pupil and iris pixels
between the eyelashes and eyelid parts.

The final mask (M,(x, y)), is shown in Fig. 9-a, identified in a binary format as

Mo (x,y) = Mp(x,y)*M.(x,y) (10)

The concatenation of the two masks represent the output iris mask, that used to isolate the
iris region by the multiplication process of (M,(x, y)) and the original image 7 (x, y).

(a) (b)

a) Reflection removal result image.
b) Pupil after adaptive threshold.
c¢) Pupil circle parameters (Pc, Rp).
d) The mask of pupil region.

e) Original image.

f) Pupil segmentation free of reflections.

(
(
(
(
(
(

Fig. 8 Pupil detection steps
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Fig. 9 MT processes illustration. (a) Iris mask M,(x, y) by the aid of pupil parameters and eyelashes mask. (b)
Iris template parameter declaration. (¢) Final iris template

In [17], a fixed template size (60 %X 90 pixel) generated. This was unsuitable for some
images in datasets, due to image sizes and resolution modifications were done over MT; the N
pixels to the left and right of the localized pupil are concatenated. The iris template is created
by mapping the selected pixels on a fixed size (60 x 2 N) matrix as shown in Fig. 9 (b-c).

In the case of the Phoenix dataset, the dataset is already segmented as shown in Fig. 10-a.
The upper half and the lower half of iris images were separated, each of the dimensions of
(350*100) pixels. Then, we concatenate them together, as shown in Fig. 10-b, 10-c, and 10-d.
We use the final image of dimensions of (350%200) in the next stage of feature extraction. This
solution does not consider the rotation of both the camera and the eye. Moreover, it is suitable
for offline images only. More iris information is lost in the left and right collarette zones.

3.4 CNN-based deep feature extraction and classification

Different CNNs with different architectures, as it will be shown in experimental results, were
used to extract the deep features from iris images for the dual iris. The goal is to find a more
accurate architecture that increases the recognition accuracy rate. After these experiments, we
propose a CNN model for both datasets. It consists of “3” convolutional layers, “3” max-
pooling layers, “3” RELU activation layers, “2” fully connected layers, and “1”” SoftMax layer
as the architecture of the proposed model. It is illustrated in Table 1 and Fig. 11. Each CNN
architecture tested; to maintain its recognition accuracy rate; to adjust the model configuration
to achieve a higher recognition rate.

The overall practical steps of the experiments will be viewed before dealing with the
experimental results of each step alone. First, the server-side which is responsible for the
classification task is set up for listening to connection requests from clients. When the client
requests a connection with the server, the server accepts it. After the client performs iris image
acquisition, it performs iris decryption using a chaotic algorithm. The server receives the

— -

The upper half The lower half
(a) (b) (c) (d)

Fig. 10 The proposed template generation for the Phoenix dataset
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Table 1 The Proposed CNN architecture for both datasets

Layer name No of filters Filter size Stride size Padding
Convl 100 3*3 1*#1 Valid
RELU n/a n/a n/a n/a
Max pooling 1 2%2 2%2 Valid
Conv2 150 3%3 1*#1 Valid
RELU n/a n/a n/a n/a
Max pooling 1 2%2 2%2 Valid
Conv3 200 3%3 1*1 Valid
RELU n/a n/a n/a n/a
Max pooling 1 2%2 2%2 Valid
Fully connected layerl 250 node n/a n/a n/a
Fully connected layer2 150 node n/a n/a n/a
Softmax layer n/a n/a n/a n/a

encrypted image and decrypts it to obtain the original one, then perform iris pre-processing
operations and pass the iris image to the trained classifier. Then send the result of classification
to the client whose C-IoT application access request will be accepted or rejected based on the
classification result. These sequences of actions at the server and client sides are shown in
Fig. 12-a and 12-b respectively.

4 Experimental study and results analysis

4.1 Iris datasets

In this work, to evaluate the proposed approach, we used two datasets called CASIA V4-
interval and Phoenix respectively as the following:

* CASIA V4-interval dataset is the latest dataset captured by CASIA self-developed close-
up iris camera, all iris images are 8-bit Gray-level (. JPEG) files, collected under near-
infrared (NIR) illumination. It consists of 2641 iris images taken from 249 subjects. Its iris
images with resolution (320%280) pixel. This dataset has two problems. The first problem

100
Feature maps 100
150

Feature maps Feature maps

Feature maps 200
Feature maps  gq

64*64 r Feature maps
Input layer I |I 60 nodes
r - I% \ Soft-max layer
B -\ \ N N (Phoenix)

\
\
'\ 55 nodes
\ Soft-max layer
(CASIA)

250  nodes
Max-pooling  nodes
Convolution  (2%2)
. Max-pooling  (3*3)
Convolution (2%2)

(3*3)

i %

Max-pooling
Convolution (2%2)
(3*3)

Fig. 11 The proposed CNN model structure of both datasets
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ﬁ run:
. Waiting for a connection from clients
Connection is established
Client's class number = 47

Iris image recieving is done
Iris image decryption is done

Classification is done ....

The result is [CIoT application access is accepted].
BUILD SUCCESSFUL
(a)

pi@raspberrypi: ~/Desktop/TEST v o x
File Edit Tabs Help

eClient.java Constants.java ImageManipulations.java chaoti ®
c_Cipher.java Client_Side.java
pi@raspberrypi:~/Desktop/TEST $ java Client_Side

Iris image encryption using Chaotic algorithm started

Iris image encryption using Chaotic algorithm is done

Sending encrypted iris image started

Sending encrypted iris image is done ....

wWaiting for the classification result

CIoT application access is accepted
pi@raspberrypi:~/Desktop/TEST $ |j

(b)

Fig. 12 The connection actions sequence (a) Server-side. (b) Client-side

is that there are a lot of subjects without any iris image for either left or right iris, the
second problem is that there are a lot of subjects that have a very small number of iris
images for either left or right iris. These problems limited our choice of subjects used in the
proposed model.

*  Phoenix dataset consists of 384 irises Image taken from 64 subjects, 192 for the left iris
and 192 for the right iris, the iris images are 24-bit RGB of (. PNG) file format. Its iris is

Table 2 Description Summary of the used datasets

CASIA V4 interval Phoenix
Description 2641 iris image taken from 249 subjects 384 iris Images taken from 64 subjects
Images resolution 320%280 pixels 576%768 pixels
Image format JPEG PNG
Subjects used in localization ALL ALL
Subjects used in classification 55 60
Samples per subject not regular 3 right and 3 left
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imaged with a resolution of 576 x 768 pixels. The irises were taken by TOPCON
TRCS50IA optical device connected to SONY DXC-950P 3CCD camera. The summary
of the configuration of these two datasets is shown in Table 2.

4.2 Iris encryption and decryption

In all experiments on both dataset images, the values of the parameters needed to generate K
Seq, K1, and K2 sequences are chosen as shown in assignments Eq. (11)

r=3.99 & X1 =0.1 & K2, = (0100101), (11)

Figure 13 shows the results of the chaotic encryption algorithm implemented in the proposed
model on both datasets.

4.3 Iris segmentation and normalization

In MT, the mask size (n) controls the iris region. In Table 3, the accuracy changed according to the
value of the (n) parameter. The specular reflect in the pupil is one circular white spot; our
algorithm hardly detects a pupil with such environmental nature. The range of (30-45) for mask
size (n) in MT achieves the best accuracy. When (n < 30) the final iris mask expanded, including
sclera pixels gradually. For (n >45), the mask loses more information from the iris circle.

4.4 Training and classification using CNNs

To achieve the proposed model architecture previously shown in Table 1; a large number of
experiments are done to achieve the best tuning parameters. To evaluate the performance of the
proposed model; two metrics were measured. The first is the recognition accuracy rate (ARR
%) which is the fraction of correctly iris classifications, and the other metric is the training time
of the CNN model.

(b)

(d)

Fig. 13 Results of Chaotic encryption and decryption. (a) Original image from the phoenix dataset. (b)
Encrypted image of the original image from the phoenix dataset. (¢) Original image from the CASIA V4 dataset.
(d) The Encrypted image of the original image from the CASIA V4 dataset
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Table 3 The segmentation success

rate for every n pixels in MT Mask Size(n) (pixel) Success Rate (%)
60 95.724
55 96.998
50 98.271
45 99.545
40 99.545
35 99.545
30 99.545
C.
ARR (%) :T*IOO (12)

c

Where (C,) represents the number of correct iris classifications and (7,) represents the total
number of classified irises. We clustered each data set into subsets. The first for training CNN
to get the best tuning parameters and the second is for testing this CNN configuration to have a
recognition accuracy rate. The aim is to adjust its configuration to achieve a higher recognition
rate.

With the CASIA V4-interval dataset, we divided the dataset such that for each person 80%
of iris images were used in training and 20% of iris images were used in testing. With the
Phoenix dataset, we divided the dataset such that for each person 66% of iris images were used
in training and 33% of iris images were used in testing.

We used different CNNs with different configurations in their number of convolutional,
max pooling, RELU, and fully connected layers. Each trained with different training param-
eters like learning rate, number of epochs, patch sizes, and dimensions of input iris images.

All experiments were done on a lab top, which is used as the server-side of the model, with
Core i5 CPU and 6 GB of RAM, and the codes were written in MATLAB, Java, and Python
languages. And raspberry pi 2 for the client-side of the model and its scripts are written in Java
language.

Table 4 Accuracy of recognition rates obtained for different CNN architectures using the input image size of
(256 x 64) pixels

Phoenix CASIA V4

Configuration left right right Left

[20 80,120] * 93.333 90.000 96.969 96.969
[5 50,100] 93.333 81.666 93.939 93.939
[5 50,120] 91.666 90.000 98.484 95.454
[5 40,120] 90.000 88.333 89.393 86.363
[120120120] 85.000 88.333 98.484 96.969
[20 70,160] 91.666 90.000 95.454 92.424
[120,100 80] 88.333 86.666 93.939 87.878
[120 80 50] 90.000 90.000 100 95.454
[20 80,140,256] 81.666 88.333 80.303 83.333
[5 50,100 150] 85.000 93.333 83.333 84.848
[10 80,120 180] 91.666 93.333 92.424 86.363
[20 70,160 200] 88.333 78.333 89.393 87.878

*Where in the pattern of [x 1 X2 x 3] x 1, X2, and x 3 indicates the number of kernels in each convolutional layer
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Table 5 Accuracy of recognition rates obtained for different CNN architectures using the input image size of
(128 x 64) pixels

Phoenix CASIA V4

Configuration left right right Left

[6 50,150] 93.333 98.333 95.454 93.939
[100150200] 91.666 90.000 98.484 90.909
[10 50,250] 95.000 91.666 95.454 93.939
[10100200] 93.333 88.333 96.969 90.909
[120120120] 96.666 85.000 95.454 92.424
[100200300] 93.333 86.666 95.454 90.909
[20 70,160] 96.666 98.333 98.484 93.939
[120 80 50] 93.333 93.333 93.939 93.939
[10 40 80] 96.666 93.333 93.939 92.424
[10 50,100 200] 90.000 91.666 92.424 90.909
[50,100 150 250] 90.000 90.000 89.393 87.878
[100,150,200 250] 93.333 91.666 92.424 92.424

The best architecture for both datasets together, as shown in Table 6, was found when the
dimensions of the input image were (64*64) pixels, and its configuration is previously
described in Table 1.

Tables 4, 5, 6, and 7 show a side of the experiments done on the model until reaching the
best architecture that gives the largest recognition rate. With the CASIA V4 interval dataset,
we trained our model with 265 iris images for 55 classes of data in the case of each iris left and
right and tested it against 66 iris images. The model correctly classified 65 iris images with the
left eye and 66 images with the right eye. The accuracy of the recognition rate of 98.48% and
100% for left and right iris respectively, as shown in Table 6. So, the model has an accuracy of
99.24% of the overall CASIA V4-interval dataset. With the Phoenix dataset, we trained our
model with 120 iris images for 60 classes of data in the case of each iris left and right and
tested it against 60 iris images. The model correctly classified all iris images for both left and

Table 6 Accuracy of recognition rates obtained for different CNN architectures using the input image size of
(64 x 64) pixels

Phoenix CASIA V4

Configuration left right right left

[10 50,100] 95.000 96.666 98.484 98.484
[10 40 80] 98.333 98.333 96.960 98.484
[10100150] 98.333 95.000 95.454 96.969
[20 70,160] 96.333 95.000 98.484 95.454
[120120120] 95.000 95.000 96.960 98.484
[100150200] 100 100 98.484 100

[20 60,120,180] 90.000 96.666 92.424 95.454
[10 50,100 150] 93.333 95.000 95.454 92.424
[50,100 150 200] 95.000 96.666 96.960 93.939
[100,150,200 250] 95.000 95.000 95.454 92.424
[10 50,100] 95.000 96.666 98.484 98.484
[10 40 80] 98.333 98.333 96.960 98.484
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Table 7 Accuracy of recognition rates obtained for different CNN architectures using the input image size of
(128 x 128) pixels for Phoenix dataset only

Configuration Phoenix left eye Phoenix right eye
[20 80,120] 83.333 90.000
[5 50,100] 95.000 93.333
[5 50,120] 86.666 91.666
[5 40,120] 88.333 96.666
[120 80 50] 93.333 88.333
[5 50,100 150] 93.333 88.333
[10 80,120 180] 95.000 90.000
[20 70,160 200] 90.000 90.000

right irises with an accuracy of recognition rate of 100% for left and right iris as shown in
Table 6. So, it has an accuracy of 100% of the overall Phoenix dataset.

Concerning training time, after a lot of experiments until reaching the proposed architec-
ture, it is found that the number of epochs needed for training which gives us the best accuracy
of recognition rate was 60 with a patch size of 40. With this configuration, the training time of
the CASIA V4 interval dataset was about 25 min for each right and left iris sub-sets. And the

(b) (c)

(d) | " (e)

Fig. 14 Results of adding Gaussian noise with different standard deviations. (a) Original image. (b) Standard
deviation = 5 (c¢) standard deviation = 10 (d) standard deviation= 15 (e) standard deviation =20
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training time of the Phoenix dataset was about 17 min for each right and left sub-sets. This
training time is considered relatively low concerning other researchers, like [3], who addressed
the use of deep learning in iris recognition and their training time exceeds 6 h.

4.5 Evaluating the proposed model against noised iris images

In the proposed model, we assume that iris images may get some external noise at the first
stage of iris acquisition. This external noise is due to several reasons like system attacks,
interference noise on iris sensing devices, inaccurate iris acquisition due to system users, etc.
We assume two kinds of noise will be added. The first kind is a noise that is generated
randomly from a Gaussian distribution, with a mean value equals to zero and several standard
deviations, to test how the accuracy of the recognition rate of the proposed model would be
affected. The other type of noise is generated from a uniform distribution. The noise is added
for each pixel of iris images. Figures 14 and 15, Tables 8 and 9 show the obtained results with
both CASIA V4 and Phoenix datasets for the added noise from Gaussian distribution and the
uniform distribution, respectively. These results are based on our final network architecture
that gives the best recognition rate in the ideal case of iris images without any added noise as
shown previously in Fig. 11.

- (a) -
(b) (c)
(d) (e)
Fig. 15 Results of adding uniform noise within different intervals. (a) Original image. (b) Within interval of [-5,
+5] (e) within interval of [-10, +10] (d) within interval of [-15, +15] (e) within interval of [-20, +20]
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Table 8 The model recognition rate against noised iris images (Gaussian noise)

Standard deviation CASIA V4 Phoenix

Left iris Right iris Left iris Right iris
5 100 98.484 100 100
10 96.969 95.454 96.666 100
15 92.424 93.939 88.333 96.666
20 86.363 87.878 80.000 88.333

These results show how well our proposed model deals with noised iris images from
different noise distributions. Table 10 shows that the proposed CNNs model has admirable and
competitive results compared to state-of-the-art methods in terms of recognition accuracy.
Table 10 compares the proposed model with the current literature that differs in the datasets
used, the feature extraction methodology, or the classification methodology.

5 Conclusion

In this paper, an efficient iris recognition model based on chaotic encryption and deep
Convolutional Neural Networks in Cognitive [oT applications is proposed. A chaotic encryp-
tion algorithm based on a key sequence, generated by a sequence of logistic maps and
sequences of states of (LFSR), is used to secure iris template transmission over the internet.
CNN is used to extract the deep iris features from both irises which will feed a fully connected
neural network with a Softmax classifier. Two publicly available datasets, namely CASIA V4-
Interval and Phoenix, are used during experiments for training and testing the proposed model.
The proposed model shows satisfied and competitive results regard reliability, the accuracy of
recognition rate, training time, and robustness among a lot of state-of-the-art methods.
Likewise, it showed a low degradation of recognition accuracy rates in the case of noised iris
images. It is robust against noise interference due to sensing devices, bad iris acquisition; due
to system user interactions, or other client-end system attacks. Using the dual iris increases the
security level of the proposed model. The accuracy of the recognition rate of the proposed
model is 99.24% and 100% with CASIA V4 and Phoenix datasets, respectively. The training
time of the proposed model was 25 and 17 min with both datasets. The results of the proposed
model highly recommend it to be a solution for the security issues of many C-IoT systems,
especially in the era in which IoT applications are considered the source of the biggest kind of
information on the internet. In the future, we will evaluate the performance of the proposed

Table 9 The model recognition rate against noised iris images (uniform noise)

Interval CASIA V4 Phoenix

Left iris Right iris Left iris Right iris
[-5,+5] 100 98.484 100 100
[-10,+10] 100 98.484 100 100
[-15,+15] 96.969 95.454 96.666 96.666
[-20,+20] 89.393 92.424 83.333 85.000
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model using different iris datasets and apply it in real-life C-IoT applications such as ATMs in
banks and travelers’ authentication at airports.
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